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 System of Linear Equation 𝐴𝑥 = 𝑏 where 𝐴 is a non-singular and square 
matrix (𝑑𝑒𝑡(𝐴) ≠ 0).  Method for solving System of Linear Equation 
consist of direct method and indirect method. Further indirect methods 
were divided into two, that is stationary and non-stationary. This research 
will conduct a comparative study of several indirect methods and direct 
methods in solving several cases of Linear equation systems. Some 
methods that will be compared in this research are jacobi, gauss-seidel, 
SOR, conjugate and biconjugate gradient. Testing several methods for 
some kind of matrix is useful to understand the characteristics of each 
method in solving different types of matrices. The result show that non-
stationary such as conjugate and biconjugate has a less computation and 
faster to convergence compared to stationary method for several 
symmetric and non-symmetric matrices.  
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1. INTRODUCTION 
System of Linear Equation 𝐴𝑥 = 𝑏 where 𝐴 is a non-singular and square matrix (𝑑𝑒𝑡(𝐴) ≠ 0). The 𝑛 
denoted a vector, and 𝑥 denoted solution vector. Each entries of A and b could be either a real number 
or complex number. Then the solution of x-vector:  

𝑥 = 𝐴−1𝑏 
𝐴−1 is the invers of A. Unfortunately in so many cases 𝐴−1 had been known. [1]. System of Linear 
Equation have so many application in some fields that is electrical circuit [2], chemical balance [3], and 
economic or financial [4, 5]. Method for solving System of Linear Equation consist of  direct method 
and indirect method. Direct method provide a solution after performing amount of calculation which 
is known exactly, some popular direct methods are elimination, cramer and gauss elimination. Gauss 
Elimination transform a whole system of linear equation to be upper triangular matrix by doing only 
row elementary operation [6]. Gauss Elimination required less computation, easier to get the rank of 
a matrix [7], and more effective than the other elimination method for solving large variables [8]. In 
contrast with direct method, indirect method make an approach to the solution, doing some iteration 
process for making the solution converge based on the desirable accuracy. Therefore the amount of 
computation for indirect method depends on desirable accuracy.  

https://creativecommons.org/licenses/by-nc/4.0/
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Generally, indirect method is preferable in solving System of Linear Equation with  large 
variable because direct method such as Gauss Elimination allows some zero elements to be non-zero, 
which requires additional memory [9]  

Further indirect methods were divided into two, that is stationary and non-stationary. 
Stationary method is easier to understand because it only involves one or two information that changes 
at each iteration, hence less computing resources are used [10], some stationary methods are Jacobi 
[11], Gauss-Seidel [12], and SOR [13]. In general, the SOR method has faster convergence than Gauss-
Seidel but it is hard to determine the relaxation value [14]. Meanwhile, non-stationary involves more 
information that changes at each iteration and also  multiplication of residuals or other vectors that 
appear at each iteration [15]. Some examples of Non-Stationary methods are Conjugate Gradient [16] 
and biconjugate gradient [17]. This method solves a system of linear equations with a number of 
iterations smaller than the matrix dimension, making it suitable for large matrices [18].  Conjugate 
Gradient is known as one of the best iteration methods in solving linear equation systems for 
symmetric matrices [19], This method works not only with real numbers but also with complex 
numbers [20]. Biconjugate Gradient is a generalized form of Conjugate Gradient that can solve the 
non-symmetric matrix.  

This research will conduct a comparative study of several indirect methods and direct methods 
in solving some cases of Linear equation systems. Some Researches related to the use of direct 
methods: [21] which discussed the comparison of gauss-seidel and jacobi methods, [22] discusses the 
jacobi, gauss-seidel and SOR methods in the case of a 4x4 matrix, But, both studies did not involve 
non-stationary methods, research related to comparisons involving non-stationary, was done by [23] 
which discusses the conjugate gradient, gauss-seidel and jacobi methods. Unfortunately that research 
has not involved a test for non-symmetrical matrix, larger scale matrix and sparse matrix. Some 
methods that will be compared in this research are jacobi, gauss-seidel, SOR, conjugate and 
biconjugate gradient. Testing several methods for some kind of matrix is useful to understand the 
characteristics of each method in solving different types of matrices. 

2. RESEARCH METHOD  
This research will utilize five methods to solve several cases of Linear Equation System. That five 
methods are: 
2.1. Jacobi Method 
 Suppose a System of Linear Equation 𝐴𝑥 = 𝑏, where 𝐴 is an 𝑛 𝑥 𝑛 matrix,  𝑥 is  𝑛 𝑥 1 a solution 
vector and dan 𝑏 is a  𝑛 𝑥 1 vector. Then the solution will be updated as follow:  

𝑥𝑖(𝑘 + 1) =
1

𝑎𝑖𝑖

(𝑏𝑖 − ∑ 𝑎𝑖𝑗𝑥𝑗(𝑘)

𝑛

𝑗=1,𝑗≠1

)                                                                                                                      (1) 

This method will be converge if the diagonal of A matrix has non-zero entries and diagonally strong 

dominant. |𝑎𝑖𝑖| ≥ |∑ 𝑎𝑖𝑗
𝑛
𝑗=1 | [24] 

The step of Jacobi Method 
Metode Jacobi 

Determine the initial value 𝑥0, maximum iteration 𝑘𝑛, and desirable accuracy 𝜀 
for 𝑘 = 1: 𝑘𝑛 

for 𝑖 = 1: 𝑛 
𝑠𝑢𝑚 = 0 
for 𝑗 = 1: 𝑛 ; 𝑗 ≠ 𝑖 

𝑠𝑢𝑚 = 𝑠𝑢𝑚 + 𝑎(𝑖, 𝑗) ∗  𝑥0(𝑗) 
end 

𝑥_𝑛𝑒𝑤 = (𝑏(𝑖) − 𝑠𝑢𝑚)/𝑎(𝑖, 𝑖) 
end 

      if |𝑥_𝑛𝑒𝑤 − 𝑥0|  <  𝜀 
break 

end 
𝑥0 = 𝑥_𝑛𝑒𝑤 

end 
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2.2. Gauss-Seidel Method 
 Gauss-Seidel Method is a development of jacobi method, where the 𝑥-vector will be updated using 
this formula:  

𝑥𝑖(𝑘 + 1) =
1

𝑎𝑖𝑖

(𝑏𝑖 − ∑ 𝑎𝑖𝑗𝑥𝑗(𝑘 + 1)

𝑖−1

𝑗=1

− ∑ 𝑎𝑖𝑗𝑥𝑗(𝑘)

𝑛

𝑗=𝑖+1

)                                                                                  (2) 

Gauss Seidel will be converged if diagonal matrix A have non-zero entry  
The step of Gauss-Seidel 

Gauss-Seidel Method 

Determine the initial value 𝑥0, maximum iteration 𝑘𝑛, and desirable accuracy 𝜀 
for 𝑘 = 1: 𝑘𝑛 

for 𝑖 = 1: 𝑛 
𝑠𝑢𝑚 = 0 
for 𝑗 = 1: 𝑛 ; 𝑗 ≠ 𝑖 

𝑠𝑢𝑚 = 𝑠𝑢𝑚 + 𝑎(𝑖, 𝑗) ∗  𝑥(𝑗) 
end 
for 𝑗 = 1: 𝑛 ; 𝑗 ≠ 𝑖 

𝑠𝑢𝑚 = 𝑠𝑢𝑚 + 𝑎(𝑖, 𝑗) ∗  𝑥0(𝑗) 
end 

𝑥(𝑖) = (𝑏(𝑖) − 𝑠𝑢𝑚)/𝑎(𝑖, 𝑖) 
end 

      if |𝑥 − 𝑥0|  <  𝜀 
break 

end 
𝑥0 = 𝑥 

end 

2.3. Succesive Over Relaxation Method (SOR) 

 Succesive Over Relaxation Method is another form of Gauss Seidel Method with the additional 
variable 𝑤, so the update vector 𝑥 will be: 

𝑥𝑖(𝑘 + 1) = (1 − 𝑤)𝑥𝑖(𝑘) +
𝑤

𝑎𝑖𝑖

(𝑏𝑖 − ∑ 𝑎𝑖𝑖𝑥𝑗(𝑘 + 1) − ∑ 𝑎𝑖𝑖𝑥𝑗(𝑘)

𝑗>𝑖𝑗<𝑖

)                                                       (3) 

If the relaxation value w=1 then SOR method will have the same formula with Gauss-Seidel Method. 
This method will be converge if the diagonal matrix A has non zero entries. The relaxation value w 
has the inverval value 0 < 𝑤 < 2. [25] 
The Step of SOR Method. 

Succesive Over Relaxation Method 

Determine the initial value 𝑥0 = 𝑥, maximum iteration 𝑘𝑛, relaxation value 𝑤, and desirable accuracy 𝜀 
for 𝑘 = 1: 𝑘𝑛 

for 𝑖 = 1: 𝑛 
𝑠𝑢𝑚 = 0 
for 𝑗 = 1: 𝑛 ; 𝑗 ≠ 𝑖 

𝑠𝑢𝑚 = 𝑠𝑢𝑚 + 𝑎(𝑖, 𝑗) ∗  𝑥(𝑗) 
end 
for 𝑗 = 1: 𝑛 ; 𝑗 ≠ 𝑖 

𝑠𝑢𝑚 = 𝑠𝑢𝑚 + 𝑎(𝑖, 𝑗) ∗  𝑥0(𝑗) 
end 

𝑠𝑢𝑚1 = (𝑏(𝑖) − 𝑠𝑢𝑚)/𝑎(𝑖, 𝑖) 
𝑥𝑖 = 𝑥0(𝑖) + (𝑤 ∗ (𝑠𝑢𝑚1 − 𝑥0(𝑖)) 
end 

      if |𝑥 − 𝑥0|  <  𝜀 
break 

end 
𝑥0 = 𝑥 

end 

2.4. Conjugate Gradient Method 

 The solution vector 𝑥 is updated as follows: 
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𝑥𝑖(𝑘 + 1) = 𝑥𝑖 + 𝛼𝑖𝑑𝑖                                                                                                                                                    (4) 
where 𝛼𝑖  

𝛼𝑖 =
𝑟𝑖

𝑇𝑑𝑖

𝑑𝑖
𝑇𝐴𝑑𝑖

                                                                                                                                                                      (5) 

Residual value 𝑟𝑖 is updated as follows: 
𝑟𝑖(𝑘 + 1) = 𝑟𝑖 + 𝛼𝑖𝐴𝑑𝑖                                                                                                                                                    (6) 
Search direction 𝑑𝑖 is updated as follows: 
𝑑𝑖(𝑘 + 1) = 𝑟𝑖(𝑘 + 1) + 𝛽𝑖𝑑𝑖                                                                                                                                        (7) 
The value of 𝛽𝑖  

𝛽𝑖 = −
𝑟𝑖

𝑇(𝑘 + 1)𝐴𝑑𝑖

𝑑𝑖
𝑇𝐴𝑑𝑖

                                                                                                                                                     (8) 

This method will be converge on symmetric matrices [26]  
The Step of Conjugate Gradient Method. 

Metode Conjugate Gradient 

Determine the initial value 𝑥0, maximum iteration 𝑘𝑛, and desirable accuracy 𝜀 
𝑟0 = 𝑏 − 𝐴 ∗ 𝑥0 
𝑑 = 𝑟0 

for 𝑘 = 1: 𝑘𝑛 

𝛼 = (𝑟0
𝑇 ∗ 𝑟0)/𝑑0

𝑇 ∗ 𝐴 ∗ 𝑑 
𝑥𝑛𝑒𝑤 = 𝑥0 + 𝛼 ∗ 𝑑 
𝑟𝑛𝑒𝑤 = 𝑟0 − 𝛼 ∗ 𝑑 
if 𝑟𝑛𝑒𝑤 < 𝜀 

break 
end 

𝛽 = (𝑟𝑛𝑒𝑤
𝑇 ∗ 𝑟𝑛𝑒𝑤)/(𝑟0

𝑇 ∗ 𝑟0) 
𝑑 = 𝑟𝑛𝑒𝑤 + 𝛽 ∗ 𝑑 
𝑟 = 𝑟𝑛𝑒𝑤 
𝑥0 = 𝑥𝑛𝑒𝑤 

end 

2.5. Biconjugate Gradient Method 
 The Biconjugate Gradient method can be applied to solve non-symmetric Linear Equation 

Systems. This method has the same process as Conjugate Gradient but has additional value of 𝑥𝑖
𝑇, 𝑟𝑖

𝑇 , 𝑑𝑖
𝑇 

as follows: 

𝑥𝑖(𝑘 + 1) = 𝑥𝑖 + 𝛼𝑖𝑑𝑖      , 𝑥𝑖
𝑇(𝑘 + 1) = 𝑥𝑖

𝑇 +   𝛼𝑖𝑑𝑖
𝑇                                                                                               (9) 

𝑟𝑖(𝑘 + 1) = 𝑟𝑖 − 𝛼𝑖𝐴𝑑𝑖 ,     𝑟𝑖
𝑇(𝑘 + 1) = 𝑟𝑖

𝑇 + 𝛼𝑖
𝑇𝐴𝑇𝑑𝑖

𝑇                                                                                        (10) 
𝑑𝑖(𝑘 + 1) = 𝑟𝑖(𝑘 + 1) + 𝛽𝑖𝑑𝑖 , 𝑑𝑖

𝑇(𝑘 + 1) = 𝑟𝑖
𝑇(𝑘 + 1) + 𝛽𝑖𝑑𝑖

𝑇                                                                (11) 
Where,  

𝛼𝑖 =
𝑟𝑖

𝑇(𝑘 + 1)𝑟𝑖(𝑘 + 1)

𝑑𝑖
𝑇𝐴𝑑𝑖

, 𝛽𝑖 =
𝑟𝑖

𝑇(𝑘 + 1)𝑟𝑖(𝑘 + 1)

𝑟𝑖
𝑇𝑟𝑖

                                                                                   (12) 

For symmetrical matrix the biconjugate gradient method will produce the same results as the 
conjugate gradient method but has twice as much calculation. [27] 
The Step of Biconjugate Gradient  

Biconjugate Gradient Method 

Determine the initial value 𝑥0, maximum iteration 𝑘𝑛, and desirable accuracy 𝜀 
𝑟0 = 𝑏 − 𝐴 ∗ 𝑥0 
𝑟0

𝑇 = 𝑏𝑇 − 𝑥0
𝑇 ∗ 𝐴 

𝑑 = 𝑟0 
𝑑𝑇 = 𝑟𝑇 

for 𝑘 = 1: 𝑘𝑛 

𝛼 = (𝑟0
𝑇 ∗ 𝑟0)/𝑑0

𝑇 ∗ 𝐴 ∗ 𝑑 
𝑥𝑛𝑒𝑤 = 𝑥0 + 𝛼 ∗ 𝑑 
𝑥𝑛𝑒𝑤

𝑇 = 𝑥0
𝑇 + 𝛼 ∗ 𝑑𝑇 

𝑟𝑛𝑒𝑤 = 𝑟0 − 𝛼 ∗ 𝐴 ∗ 𝑑 
𝑟𝑛𝑒𝑤

𝑇 = 𝑟0
𝑇 − 𝛼 ∗ 𝑑𝑇 ∗ 𝐴 

if |𝑟𝑛𝑒𝑤| <  𝜀 or |𝑟𝑛𝑒𝑤
𝑇| < 𝜀 

break 
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end 

𝛽 = (𝑟𝑛𝑒𝑤
𝑇 ∗ 𝑟𝑛𝑒𝑤)/(𝑟0

𝑇 ∗ 𝑟0) 
𝑑 = 𝑟𝑛𝑒𝑤 + 𝛽 ∗ 𝑑 
𝑑𝑇 = 𝑟𝑛𝑒𝑤

𝑇 + 𝛽 ∗ 𝑑𝑇 
𝑟0 = 𝑟𝑛𝑒𝑤 
𝑟0

𝑇 = 𝑟𝑛𝑒𝑤
𝑇 

𝑥0 = 𝑥𝑛𝑒𝑤 
𝑥0

𝑇 = 𝑥𝑛𝑒𝑤
𝑇 

end 

3. RESULTS AND DISCUSSIONS  
Some System of Linear Equation cases will be investigated in this research. Five methods will be used 
for solving System of Linear Equation with desirable accuracy e=0,00001, initial value 𝑥1, 𝑥2, 𝑥3, 𝑥4 = 0 
using Matlab R2021a. 
3.1. Case 1 

The case of 4x4 matrix with non-symmetrical matrix as follows: 
4𝑥1 + 𝑥2 + 2𝑥3 − 𝑥4 = 2 

3𝑥1 + 6𝑥2 − 𝑥3 + 2𝑥4 = −1 

2𝑥1 − 𝑥2 + 5𝑥3 − 3𝑥4 = 3 

4𝑥1 + 𝑥2 − 3𝑥2 − 8𝑥4 = 2 

The solution obtained using Jacobi and Gauss-Seidel method is presented on Table 1 and Table 2 

Table 1. The Solution using Jacobi Method (Case 4 x 4) 

Iterasi 𝑥1 𝑥2 𝑥3 𝑥4 

1 0.5000    -0.1667     0.6000    -0.2500     
2 0.1792      -0.2333     0.2167 -0.2458 
. . . . . 

22 0.3650    -0.2338     0.2851    -0.2036 
23 0.3650    -0.2338     0.2851    -0.2036 

Table 2. The Solution using Jacobi Method Gauss-Seidel (Case 4 x 4) 

Iterasi 𝑥1 𝑥2 𝑥3 𝑥4 

1 0.5000    -0.4167     0.3167    -0.1708 
2 0.4031    -0.2585     0.2845    -0.1875 
. . . . . 
8 0.3650    -0.2338     0.2851    -0.2036 
9 0.3650    -0.2338     0.2851    -0.2036 

The Gauss-Seidel method has better performance compared to Jacobi method, Table 2 shows that 
Gauss-Seidel converges at the 9th iteration while the Jacobi method converged at 23th iteration as 
shown in Table 1. The solution with the SOR method with a value of w = 1.25 is presented in Table 3 

Table 3. The Solution using SOR Method (Case 4 x 4) 

Iterasi 𝑥1 𝑥2 𝑥3 𝑥4 

1 0.6000    -0.5600     0.2976    -0.1579 
2 0.4221    -0.2186     0.2917    -0.1792 
. . . . . 

14 0.3650    -0.2338     0.2851    -0.2036 
15 0.3650     -0.2338     0.2851    -0.2036 

Table 3 shows that SOR Method converge at 15th iteration which is worse than the Gauss-Seidel 
Method. But the number of iterations obtained by the SOR method is affected by the relaxation value 
w, 0<w<2. Here are some numbers of iterations with various values of w within the interval [0,2], and 
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increment values of 0.01

 
Figure 1. The Amount of Iteration of each value w (Case 4 x 4) 

Figure 1 shows the number of iterations in the SOR method is significantly affected by the relaxation 
value. At most relaxation values 0<w<2 (denoted as x in figure 1) the SOR method has a larger number 
of iterations than gauss-seidel (denoted as y in figure 1). SOR method has fewer iterations than gauss-
seidel when using the relaxation value w=0.78 that is 7 iterations as compare to 9 iterations in gauss-
seidel. Since the matrix is a non-symmetrical matrix, conjugate gradient cannot be used, so biconjugate 
gradient is used to solve that cases as in Table 4. 

Table 4. The Solution using Biconjugate Method (Case 4 x 4) 

Iterasi 𝑥1 𝑥2 𝑥3 𝑥4 

1 1.3333    -0.6667     2.0000    1.3333 
2 0.2789 -0.0198 0.3724 -0.2548 
3 0.2766 -0.0385 0.3675 -0.2554 
4 0.3650    -0.2338     0.2851    0.2036 

Table 4 shows that Biconjugate Gradient has the least iteration that is 4 iteration  
3.2. Case 2 

This case is a 5x5 matrix, which is a non-symmetric matrix. The results obtained are shown in 
Figure 2. 

6𝑥1 − 4𝑥2 − 2𝑥4 = 12 
15𝑥1 − 31𝑥2 + 10𝑥3 + 6𝑥5 = 57 

2𝑥2 − 11𝑥3 + 6𝑥4 = −12 
3𝑥1 + 12𝑥3 − 19𝑥4 = 0 

4𝑥2 − 9𝑥5 = −8 
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Figure 3. The Amount of Iteration of each method (Case 5 x 5) 

Figure 2 shows the number of iterations and the accuracy value obtained. Each method will be 
considered convergent when the accuracy value is 0.0001. Biconjugate Gradient method is quicker to 
converge at the 4th iteration, followed by SOR method (w=1.25) at the 19th iteration, Gauss-Seidel 
method at the 35th iteration and Jacobi at the 70th iteration. This indicates for this 5 x 5 matrix case, 
non-stationary method, biconjugate gradient, is much faster to converge than the stationary method. 
While for the Stationary method, the SOR method is faster to converge than the Gauss-Seidel and 
Jacobi methods. 

The other cases are symmetric matrix which obtained from some research such as 3x3 by [28],8 
x 8 sparse matrix by [13], dan several symmetric matrix with random variable generated using sprand 
function in Matlab. The result is summarized on Table 5. 

Table 5. The Solution of Several Cases  

Kasus  Jacobi Gauss Seidel SOR Conjugate/Biconjugate 

Matrix 3 x 3 Iteration 53 27 13 3 
 Time 0.008913 0.016742 0.003613 0.002780 

Matrix 4 x 4 Iteration 23 9 7 4 
Non-Symmetric Time 0.002976 0.002331 0.007187 0.009751 

Matrix 5 x 5  Iteration 70 35 19 5 
Non-Symmetric Time 0.020981 0.006796 0.006008 0.001220 

Matrix 6 x 6 Iteration - 5274 3289 6 
 Time - 1.007868 1.778296 0.002618 

Matrix 8 x 8 Iteration - 13 13 4 
Sparse Matrix Time - 0.002447 0.001114 0.004604 

Matrix 10 x 10 Iteration - 4240 2638 11 
 Time - 1.488664 2.812353 0.003167 

Matrix 13 x 13 Iteration - 3951 2431 14 
 Time - 1.859279 3.358919 0.002826 

Matrix 15 x 15 Iteration - 1502 901 16 
 Time - 0.878366 1.903691 0.002259 

Matrix 20 x 20 Iteration - 3655 2093 24 
 Time - 3.620163 5.107883 0.003713 

From the Table 5, it can be observed that the non-stationary method have the least number of 
iterations and computation time except in the case of 4x4 matrices. In this case the biconjugate method 
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which have more computation than conjugate gradient is used because conjugate gradient cannot be 
implemented for non-symmetric matrix.   
Meanwhile, the SOR method with w = 1.25 has fewer iterations than the Gauss-Seidel method but in 
some cases have longer computation time, this happens because the SOR method has more variables 
and more calculations.  

The SOR method has different amount of iteration when calculated with various relaxation 
values of w, however, with several relaxation values which have been used, the number of iterations 
obtained is still larger compared to the number of iterations of  non-stationary method. Figure 3 shows 
the results obtained for the 20x20 case. The least number of iterations in SOR is 1127 with a relaxation 
value of 1.38. This result is much fewer than the gauss-seidel method which is 3655 iteration. 
Nevertheless, this still larger than number of iterations using the non-stationary method, conjugate 
gradient. This method has only 24 iterations. For this case, it appears that the non-stationary method 
converges faster than the stationary method. 

 

Figure 3. The Amount of Iteration of each value w (Case 20 x 20) 

4. CONCLUSION  
Although having a more complex computation, Non-Stationary methods such as Conjugate and 
Biconjugate have less iteration and faster convergence compared to stationary methods in several 
cases. For stationary method, SOR method has the least computation followed by Gauss-Seidel, and 
Jacobi. The performance of SOR method is affected by the relaxation factor w. But experiments show 
that even if we used the best relaxation value, it is still inferior to the non-stationary method. However, 
the use of a relaxation factor that is not static but changes over several iterations may give different 
results and is worth to be tested for future research. In addition, despite Biconjugate Gradient has less 
iterations than other non-stationary methods and can be used on both symmetric and non-symmetric 
matrices, it still has drawbacks. This method uses a lot of computation so it is possible to consume 
more time than stationary methods in particular cases. This method seems to perform the conjugate 
gradient calculation twice, so for future research it is recommended to explore other non-stationary 
methods and compare the number of iterations and time used in solving the system of linear equations. 
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